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Abstract—This paper discusses a practical design of nonlinear-
ity preprocessors to be used in a receiver for mitigating perfor-
mance degradation in an impulsive noise environment. A simple
method is proposed for a blanker and a soft limiter to calculate
a blanking and a clipping threshold, respectively. In addition, to
evaluate the bit error performance of a receiver with the proposed
nonlinearity preprocessors, this paper introduces an approach
using a periodic pulse train function and Fourier series. When a
nonlinearity preprocessor is used, since the output samples show
a truncated probability density function, it is generally difficult
to evaluate the bit error performance of a receiver. Analytical
and simulation results show that the thresholds computed by the
proposed method are near optimal in terms of efficacy function
and that the error performance of the proposed nonlinearity
preprocessors matches well with that of the ideal design of non-
linearity preprocessors with optimal thresholds.

Index Terms—Blanking and clipping non-linearities, impulsive
noise, Middleton class A noise.

I. INTRODUCTION

MOST existing digital communication systems are de-
signed to perform optimally in an additive white

Gaussian noise (AWGN) environment. However, there are
some environments where transmitted signals are contaminated
by impulsive noise or non-Gaussian noise. For example, in-
vehicular communication network suffers from various types
of noises from mechanical parts in a vehicle, power line com-
munication needs to consider noises coming from appliance
switching, and underwater communications are impaired by
noises from ocean living creature [1]. Since the conventional
receivers suffer a significant performance degradation due to
an impulsive noise in such an environment, it is important, if
possible, to design a simple and practical add-on block (or pre-
processor) that avoids or mitigates the performance degradation
while using the conventional receiver. Among the impulsive
noise models, the Middleton class A noise model is often
applied because noises expressed by this model match physical
phenomena very well and it is also known as a good statistical
model about an electromagnetic interference signal [2], [3].
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The design of the optimal receiver in an impulsive noise
environment is first discussed in [4], where the optimal receiver
is constructed based on maximum likelihood (ML) method.
However, due to the high complexity of its analytical form, the
authors offer a locally optimum receiver with a simpler method
called threshold detector to be used as a nonlinearity preproces-
sor. The threshold detector gives many researchers an intuition
about the design of nonlinearity preprocessors. In [5], simple
and practical nonlinearity preprocessors, i.e., a blanker and a
soft limiter, are introduced. In particular, the blanker and the
soft limiter are required to determine the optimal blanking and
clipping thresholds, respectively, for the best performance. Also
in [5], since the optimal threshold is numerically computed, the
blanking or the clipping threshold may not be calculated on an
on-demand basis in practical systems.

With regard to the design of a blanker, [6] and [7] con-
sidered to find the optimal blanking threshold in an or-
thogonal frequency-division multiplexing (OFDM) system by
maximizing signal-to-noise ratio (SNR). However, the blank-
ing threshold by this method is only valid for the case of
Bernoulli–Gaussian random process, and the asymptotic per-
formance analysis given in the paper is only correct when
the number of symbols is very large. Reference [8] proposes
an iterative interference cancellation for OFDM signal with a
blanker to suppress intercarrier interference, but this scheme
does not provide a simple expression for the blanking threshold.

Other nonlinearity preprocessors than a blanker and a soft
limiter are proposed for performance improvement in OFDM
systems. In [9], the Mengi–Haring iterative scheme with
replacement-nulling scheme, which combines nonlinearity pre-
processors of a soft limiter and a blanker is proposed, but
the threshold is not optimized with criterion. A nonlinearity
preprocessor called deep clipping is proposed in [10], where
the deep clipping offers small threshold change in various envi-
ronments and provides a higher output SNR than a blanker and
a soft limiter. However, the threshold in [10] is also numerically
computed.

To satisfy an on-demand basis for practical systems, a closed
form of a clipping threshold is derived by using signal detection
theory in the application of power line communications [11]. In
addition, a threshold of a soft limiter based on a decision bound-
ary evaluation is proposed in [12]; the threshold is optimal
when the oversampling number is 2. However, the threshold is
not guaranteed in case when the oversampling number is more
than 2. In addition, a blanker with an adaptive blanking thresh-
old based on SNR is proposed as a nonlinearity in [13], where
the nonlinearity provides a quasi-optimal threshold and a sim-
ple form of threshold. However, since the computation of the
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threshold is dependent on signal power and noise parameters,
it is not assured that the threshold is clearly calculated in low
SNR due to the fact that the SNR estimate is biased [14].

This paper first proposes a method to derive simple analytical
equations for the quasi-optimal blanking and clipping thresh-
olds for practical nonlinearity preprocessors such as a blanker
and a soft limiter. These simple and neat expressions allow
the receiver to calculate or update the blanking or the clipping
threshold of the preprocessor on the fly when it is necessary,
which may be an essential functionality for practical receivers.
Furthermore, the proposed thresholds for a blanker and a
soft limiter are simply calculated only by noise parameters to
minimize error rate. Since the proposed thresholds depend on
noise parameters that are generally estimated, the impact of
noise parameter estimation errors on the performance is also
investigated. Then, the bit error rate (BER) performance of
the receivers with various practical nonlinearity preprocessors
in an impulsive noise environment is given as closed forms.
Unlike conventional receivers in an AWGN environment, the
BER performance of a receiver with nonlinearity preprocessors
in an impulsive noise environment is challenging to analyze due
to the nonlinear block and the complex noise model. To the
authors’ best knowledge, no results have been reported as of
the moment on closed forms of BER performance of a receiver
with nonlinearity preprocessors, such as a blanker and a soft
limiter, under impulsive noise such as Middleton class A noise.
Note that, due to the discontinuity and a limited signal range by
nonlinear blocks, the conventional method of BER performance
analysis cannot be used. Thus, to analyze the BER performance
of a receiver with nonlinearity preprocessors, a method using
pulse train function with finite sample space of output is applied
in this paper.

This paper is organized as follows. Section II briefly de-
scribes the system model and summarizes the property of the
Middleton class A noise model, including the statistics required
to solve signal detection problems. As a reference, Section III
reviews the optimal receiver in [4]. Section IV introduces
practical nonlinearity preprocessors under consideration and
discusses simple expressions of quasi-optimal blanking and
clipping thresholds for the preprocessors. In Section V, the
BER performance of receivers with nonlinearity preproces-
sors is analyzed. In addition, simulation results are compared
with the BER performance analysis in Section VI. Finally,
Section VII summarizes the conclusions.

II. NOISE AND SYSTEM MODELS

The probability density function (pdf) of an instantaneous
amplitude of the noise is useful for the design of a receiver, as
well as the performance evaluation [4]. Among various impul-
sive noise models, the Middleton class A noise model has been
commonly used by many researchers since the model agrees
well with physical phenomena [2]. The pdf of an instantaneous
amplitude of Middleton class A noise is given as

fZ(z)=
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where σ2
m = σ2((m/A) + Γ/(1 + Γ)), A gives the mean im-

pulsive order due to the fact that a Middleton class A noise
is a Gaussian noise whose power depends on order m, and is
called impulsive index, Γ is defined as the power ratio between
Gaussian noise components and impulsive noise components,
and σ2 is the average power of the noise [2]. In addition,
〈am(z)〉m denotes the expectation of am(z) distributed as a
Poisson random variable with A. The parameter A is in the
range from 0.01 to 1 in practice. The impulsiveness of the
noise is characterized by the values of those parameters.
The smaller the value of A is, the more impulsive the noise
in the environment is. If the value of Γ is smaller, the noise is
more impulsive. The pdf mainly consists of two parts: the term
with m = 0 and the other terms with m ≥ 1, where each term
is a weighted Gaussian pdf where the weight is determined by a
Poisson pdf. The term with m = 0 in (1) is the Gaussian noise
component, whereas the terms with m ≥ 1 correspond to the
impulsive noise component, in which each term has a growing
variance as m increases. Due to the fact that the variances of
the terms with m ≥ 1 are generally much larger than that of the
term with m = 0, the m ≥ 1 part is regarded as the impulsive
noise component.

Considering the aforementioned examples of communication
channels with impulsive noise, this paper considers binary
phase-shift keying (BPSK) system, where the received signal
at the receiver can be written as

X(n) = si(n) + Z(n), 1 ≤ n ≤ N (2)

where Z(n) is a Middleton class A noise, N is the number of
oversampling, and si(t) is a transmitted BPSK symbol, where
i = 1, 2. During the symbol duration, the receiver takes N
samples from the received signal, where the noise of each
sample is assumed to have no correlation with the other samples
[12], [15], whereas the signal samples have a constant value.
Each BPSK sample at the receiver is expressed as

s1(n) =

√
Eb

Nσ2
, 1 ≤ n < N

s2(n) = −
√

Eb

Nσ2
, 1 ≤ n < N (3)

whereEb and σ2 are the bit energy and the average noise power,
respectively.

III. OPTIMAL NONLINEARITY

After an optimal receiver based on ML is introduced, optimal
nonlinearity with BPSK system is discussed here when the
interfering noise is a Middleton class A noise. The optimal
receiver is based on an ML detector. Using Bayesian rule, the
optimal receiver, which is denoted by Λ(X), is expressed as [4]
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where X is the received signal vector, fZ(z) is the Middleton
class A pdf in (1), N is the number of samples within a symbol,
and s1n and s2n are the binary symbols for the nth sample. Note
that the optimal receiver is maximizing capacity through the
receiver. The mathematical model based on ML in (4) cannot
be further required to be simplified, since calculating threshold
of nonlinearity cannot be derived from the mathematical model.
Although (4) shows the lowest error rate in an impulsive noise
environment, the optimal receiver is difficult, if possible at all,
to construct in practice due to its high complexity. Moreover, it
offers no intuition about how to make a practical design. Thus,
optimal nonlinearity is discussed for practical design.

With the assumption of small received signals, Taylor series
approximation can be applied to the pdf such that fZ(X − si)
in (4) can be represented as

fZ(X − si) = fZ(X)−
N∑
j=1

∂fZ(X)

∂xj
sij

+
1
2

N∑
j=1

N∑
k=1

∂2fZ(X)

∂xj∂xk
sijsik + · · · (5)

where X is a received signal vector that consists of N samples;
si is a vector of transmitted BPSK symbol; xj and sij are the jth
element ofX and si, respectively; and i=1, 2. Since the first two
terms are strongly dominant in (5) [16], it can be simplified as

fZ(X − si) ≈ fZ(X)−
N∑
j=1

∂fZ(X)

∂xj
sij . (6)

Note that, due to Taylor series approximation, the complex
equation in (4) is altered to a simple sum of a couple of
calculable terms. Additionally, the multiplication in (4) is elim-
inated, making it possible to compute the analytic form of the
local optimum receiver (LO receiver). It is also worth noting
that small-signal assumption is reasonable since the negative
impact of impulsive noise on the performance is severe in small
received signals, requiring a new design of the receivers to
mitigate the negative impact.

Substituting (6) into (4), the optimal receiver is approxi-
mated as
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Since the denominator and the numerator in (7) are positive
due to the small-signal assumption, the LO receiver, which is
denoted by gLO(X), is derived as [4]

gLO(X) =
N∑
i=1

(s1i − s2i)
d

dxi
ln fZ(xi)

s1

�
s2

0 (8)

where ln(x) is the natural logarithm function evaluated at x,
and d/dxi denotes the differentiation with respect to xi. The
effect of each xi is not affected by the other elements owing

Fig. 1. Nonlinearity of the LO receiver in an environment of A = 0.1 and
Γ = 0.0005.

to the fact that the number of oversampling during one symbol
duration is sufficiently low for practical systems [12]. This is
the reason why xi is independent from the other elements in X .
In addition, it is important to note that the LO receiver in (8) is
characterized by (d/dxi) ln fZ(xi), which is called nonlinear-
ity, followed by the conventional receiver. This indicates that a
well-designed nonlinearity block can be used as a preprocessor
along with the conventional receiver in an impulsive noise en-
vironment without redesigning a completely new receiver. This
is the reason why the design and the performance evaluation of
nonlinearity preprocessors are important and are the focus of
this paper.

The analytic form of the nonlinearity preprocessor of the LO
receiver is given as

gLO(x)=
d
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Although this LO receiver is simpler than the optimal receiver
in (4), it is still difficult to implement in practical systems due
to the infinite sum in (9). It is possible, however, to get some
intuitive hints from the input and output signals relationship of
the LO receiver.

Fig. 1 illustrates the nonlinearity of the LO receiver in (9)
in terms of input and output signals. It can be seen that the
input signals with small amplitudes (less than −10 dB in
Fig. 1), which are supposedly Gaussian noise components, are
amplified by a constant gain (a linear curve between the input
and the output). On the other hand, the nonlinearity of the
LO receiver suppresses the input signals with large amplitudes
(more than −10 dB in Fig. 1), which are presumably corrupted
by impulsive noise, by which the impulsiveness can be reduced.
In addition, Fig. 1 also shows that the nonlinearity in (9) can
be tightly approximated by the two linear curves illustrated in
the figure, where one is for Gaussian noise component and the
other is for impulsive noise component (or non-Gaussian noise
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Fig. 2. Plotting the existing nonlinear blocks. (a) Blanker. (b) Soft limiter.

component). Those two linear curves can be characterized by
their slopes, which are obtained as
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These observations suggest two design principles. First, the
term with m = 1 is strongly dominant in the impulsive noise
component (A < 1), which simplifies the analytical model of
nonlinearity. A similar conclusion is also reported in [16].
Second, nonlinearity preprocessors can be designed and prac-
tically implemented based on the two linear curves and the
threshold that separates the regions for these two curves. Since
the SNR regions for those two linear curves are separated by a
certain threshold, which is about −10 dB in the figure, it is also
important to determine the threshold by a simple method.

IV. PRACTICAL DESIGN OF

NONLINEARITY PREPROCESSORS

In [5], practical nonlinearity preprocessors, which are a
blanker and a soft limiter that can be used in an impulsive noise
environment, are discussed. Fig. 2 presents those nonlinearity
preprocessors. Although those nonlinearity preprocessors are
simple and practical, it is required for a blanker and a soft lim-
iter to determine the blanking and clipping thresholds, which
are denoted by c in the figure. In [5], the optimal c values
are only obtained by numerical calculations of maximizing the
efficacy function adopted in this paper, since the capacity or
the BER dependent on oversampling number is too complex to
obtain a closed form. However, for a practical design of those
nonlinearity preprocessors, it is of paramount importance to
find an easy and simple method to calculate the thresholds that
are as close to optimal as possible.

Here, a simple analytic method of calculating the thresholds
for nonlinearity preprocessors is proposed. In addition, we
also investigate that the thresholds obtained by the proposed
method are tightly close to the true optimal threshold values by
performance comparisons.

A. Blanker

The nonlinearity of a blanker, i.e., gbl(x), is given as

gbl(x, cbl) =

{
αx, ‖x| ≤ cbl

0, ‖x| > cbl
(12)

where cbl is the blocking threshold, and α is the gain of the
blanker [5].

To test the optimality of nonlinearity preprocessors, the
efficacy function is defined as [5]

η(g, f) =

[∫∞
−∞ g(x, c)f ′

Z(x) dx
]2∫∞

−∞ g2(x, c)fZ(x) dx
(13)

where g(x, c) is a nonlinearity, fZ(x) is the Middleton class
A noise pdf, f ′

Z(x) is the derivative of fZ(x) with respect to x,
and c is a blanking or a clipping threshold. Further derivation of
(13) is written in the Appendix. Under mild regular condition,
which is regularity condition in practice, [17] depicts that an
error of a proposed method is minimized. The optimal threshold
copt−bl that maximizes the efficacy function of the blanker is
given as

copt−bl = argmax
c

η(gbl, f). (14)

Substituting (1) and (12) into (13), the efficacy function of a
blanker is represented as
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where Erf(x) is the error function evaluated at x. By substi-
tuting (15) into (14), copt−bl can be numerically calculated [5].
Note that, throughout this paper, the efficacy function serves as
the reference method providing the optimal threshold, by which
we evaluate the optimality of the thresholds obtained by the
proposed methods.

Although (14) provides the optimal threshold, it is difficult
to get the threshold from (15), because the copt−bl threshold
is numerically updated. It is of critical importance to design a
simple method of computing the threshold value for the nonlin-
earity to be used in practical systems. Since the LO receiver
is optimal when the received signal is small, the proposed
method is to design the nonlinearity preprocessor using the LO
receiver as the reference. Motivated by the fact that the LO
receiver is characterized by two linear curves, as discussed in
Section III, and the LO receiver resembles a blanker if only
the linear curve for Gaussian noise component is considered,
the proposed method formulates a function, i.e., gp−bl(x), by
taking only the minimum number of meaningful terms of the
LO receiver in (9). The function is given as

gp−bl(x) =
e−A 1√
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e
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x
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Fig. 3 illustrates gp−bl(x) that shows the linear curve of x/σ2
0

(applying a constant gain into the input signal) for small re-
ceived signals, which is identical to the LO receiver. However,
gp−bl(x) drops near the received signal amplitude of −10 dB,
which means that the received signals with an amplitude larger
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Fig. 3. Blocking threshold (cbl) of a blanker by using x/σ2
0 and gp−bl(x) in

A = 0.35 and Γ = 0.0005.

than −10 dB are blocked (or zeroed out). Thus, it is shown
in the figure that gp−bl(x) stems from the LO receiver, and it
resembles a blanker, since the small received signal (Gaussian
noise component) is amplified by the constant gain, whereas
the large received signal (impulsive noise component) is zeroed
out. For the design of a blanker, the blanking threshold needs to
be determined.

In gp−bl(x), the blanking threshold cbl is chosen as the cliff
point of gp−bl(x), as shown in Fig. 3, which is approximated by
the point where the function of the m = 0 term and that of the
m = 1 term meet each other. The m = 0 term of the denomina-
tor in (16) is more dominant than the m = 1 term for small re-
ceived signals (less than −10 dB in Fig. 3), whereas the m = 1
term is strongly dominant for large received signals (higher than
−10 dB). Inspired by this approach, cbl can be computed as
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e
− c2bl
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0 = αA · e−A 1√
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1
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2σ2
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from which the quasi-optimal blanking threshold is simply
defined as

cbl =

√√√√√ ln
(

1
A

√
σ2
1

σ2
0

)
1

2σ2
0
− 1

2σ2
1

=

√√√√ ln
(

1
A

√
1 + 1

AΓ

)
2Γ(1 +AΓ)

(18)

where σ2
m = ((m/A) + Γ/(1 + Γ)). Note that a blanker is

effective in a highly impulsive noise environment (for instance,
A = 0.35 and Γ = 0.0005).

To evaluate the optimality of the threshold value given by
(18), Table I compares the threshold values obtained by the pro-
posed method (cbl) and the optimal threshold values computed
by the efficacy function (copt−bl) in (15) for various impulsive
noise environments. As shown in the table, the difference
between copt−bl and cbl is negligible. Simulations also confirm
that little difference in bit error performance is observed, which
is shown in the following. Therefore, it is evident that the
proposed method allows a simple and practical computation of
the blanking threshold without noticeable performance loss.

In practical systems, the linear gainα is generally determined
by the range of input signal amplitude to minimize the signal
distortion when the signal passes through an analog-to-digital
converter (ADC). Ignoring the effect of ADC and considering
BPSK system, it is assumed that α = 1 in (12) for simplicity.

B. Soft Limiter

The nonlinearity of a soft limiter, i.e., gsl(x), is given as

gsl(x, csl) =

⎧⎪⎨
⎪⎩
αx, |x| ≤ csl

αcsl, x > csl

−αcsl, x < −csl

(19)

where csl is a clipping threshold, where an input signal with a
larger amplitude than csl is saturated to csl, and α is the gain
of the soft limiter. Although the performance of a soft limiter
depends on csl, a simple method calculating csl is not known
yet. Only a numerical computation of csl is reported in [5].

Again, the efficacy function of a soft limiter is defined to
serve as the reference. Substituting (1) and (19) into (13), the
efficacy function of the soft limiter is given in (20), shown at
the bottom of the page. Note that Erfc(x) = 1 − Erf(x). Based
on (20), the optimal clipping threshold of a soft limiter, i.e.,
copt−sl, can be numerically computed as

copt−sl = argmax
c

η(gsl, f). (21)

However, since the numerical method is very complex, a simple
method of calculating csl is proposed as follows.

Fig. 4 illustrates the nonlinearity of the LO receiver with a
parameter set of A = 0.5 and Γ = 0.1 along with the linear
curves x/σ2

0 and x/σ2
1 . To determine clipping threshold with

low computational complexity, we define a function gp−sl(x)
by some meaningful terms in the LO receiver as
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TABLE I
OPTIMAL THRESHOLD (copt−bl) BASED ON EFFICACY FUNCTION AND THE QUASI-OPTIMAL THRESHOLD (cbl) BY THE PROPOSED METHOD

Fig. 4. Driving threshold (csl) of the soft limiter by using x/σ2
0 , x/σ2

2 ,
gp−sl1(x), and gp−sl2(x) in A = 0.5 and Γ = 0.1.

As shown in Fig. 4, gp−sl(x) is identical to the LO receiver
when the input signal has a small amplitude (less than around
0 dB in the figure). When the input signal has a large amplitude
(higher than 0 dB in the figure), however, gp−sl(x) follows
the linear curve of 1/σ2

1 (a constant gain to the input signal),
whereas the LO receiver shows a nearly flat (or slowly increas-
ing) curve. Note that a soft limiter saturates (or clips) the input
signal if the input signal has a higher amplitude than the clip-
ping threshold. Thus, to determine the clipping threshold csl,
the output value (the height of a soft limiter) of the LO receiver
has to be analyzed. Since the LO receiver has a near-flat curve if
the input signal is approximately larger than zsl, we need to first
calculate zsl, from which the clipped value is obtained. Then,
the clipped value is later mapped into the linear curve of x/σ2

0

to determine csl. Based on the fact that the difference between
gp−sl(x) and the LO receiver dominantly stems from the m = 1
and the m = 2 terms, the point that gp−sl(x) deviates from the
LO receiver, which is denoted by zsl, can be approximated by
the following simple relationship between the m = 1 and the
m = 2 terms:

α
e−AA

1!
1√

2πσ2
1

e
− z2sl

2σ2
1 = α

e−AA2

2!
1√

2πσ2
2

e
− z2sl

2σ2
2 (23)

which leads to zsl as

zsl =

√√√√√ 2
A ln

(
σ2
2

σ2
1

)
1

2σ2
1
− 1

2σ2
2

. (24)

Since the threshold of a soft limiter has to be on x/σ2
0 , whereas

zsl/σ
2
1 is used for the height of a soft limiter, we can obtain

csl
σ2
0

=
zsl
σ2
1

. (25)

Substituting (24) into (25), csl is given as

csl = zsl
σ2
0

σ2
1

=
σ2
0

σ2
1

√√√√√ 2
A ln

(
σ2
2

σ2
1

)
1

2σ2
1
− 1

2σ2
2

=Γ

√
4(2 +AΓ)

(1 + Γ)(1 +AΓ)
ln

(
2 +AΓ

1 +AΓ

)
. (26)

Table II evaluates the optimality of the quasi-optimal thresh-
old given by the proposed method by comparing it with the
optimal threshold maximizing the efficacy function. Unlike
the case of a blanker, the threshold values by the proposed
method for a soft limiter seem to be somewhat different from
the optimal threshold values, but the corresponding efficacy
values (ηopt−sl and ηsl) show that those thresholds computed
by the proposed method indeed provide near-maximum efficacy
values. It is also shown by simulations in the following that little
difference in bit error performance is observed, which indicates
that the proposed method achieves near-optimal performance
while offering a simple way to calculate the threshold.

V. PERFORMANCE ANALYSIS

In an impulsive noise environment, a receiver takesN samples
within a symbol, and those samples are combined for a symbol
detection. The received signal can be modeled by a sum of
random variables as Y =

∑N
i=1 Xi, where Xi is the random

variable for the ith sample value. When BPSK modulation is
used, the BER at the receiver is expressed as

BER =

0∫
−∞

fY |S=+1(y) dy (27)

where fY |S=+1(y) is the pdf of y given that S = +1 is trans-
mitted. Due to the nonlinear characteristics of the preproces-
sors and the oversampling performed at the receiver, the pdf
fY |S=+1(y) is generally difficult, if possible, to derive as an
analytic expression. Thus, this section introduces a novel and
generalized analytical approach based on a periodic pulse train
and the Fourier series to derive the pdf and further analyze the
BER performance of the nonlinearity preprocessors designed
by the proposed methods.
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TABLE II
OPTIMAL THRESHOLD (copt−sl) MAXIMIZING THE EFFICACY FUNCTION AND THE QUASI-OPTIMAL THRESHOLD (csl) BY THE PROPOSED METHOD

A. Conventional Receiver

As a reference, the BER performance of a conventional
receiver is first analyzed. Note that the conventional receiver is
not equipped with any nonlinear preprocessor. Since a sum of
Middleton class A random variables becomes another Middleton
class A random variable with different parameters [18], the pdf
of a sum of Middleton class A noise samples is given as

fY |S=+1(y)=

∞∑
m=0

e−N ·A(N · A)m
m!

1√
2πσ2

mN

e
− (y−N·u)2

2σ2
mN (28)

where σ2
mN = σ2((m/A) +N · Γ/(1 + Γ)).

Substituting (28) into (27), the BER of the conventional
receiver is expressed as

BER =

∞∑
m=0

e−N ·A(N ·A)m
m!

1
2

Erfc

(
N · u√
2σ2

mN

)
. (29)

B. Receiver With a Blanker

When a blanker is used as a preprocessor in an impulsive
noise environment, the pdf of each output sample from a
blanker is given as

fX(x) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

∞∑
m=0

e−AAm

m!
1
2

(
Erfc

(
c−u√
2σ2

m

)
+ Erfc

(
c+u√
2σ2

m

))
δ(x), x = 0
∞∑

m=0

e−AAm

m!
1√

2πσ2
m

e
− (x−u)2

2σ2
m , −c ≤ x ≤ c

(30)

which consists of a truncated pdf of a Middleton class A noise
by the blanking threshold c and a Dirac delta function at x = 0.
The value of the delta function at x = 0 corresponds to the
probability that the input signal has a higher amplitude than c.
fY |S=+1(y) is computed by convolutions of fX(x) N − 1

times owing to Y =
∑N

i=1 Xi, but multiple convolutions of the
truncated pdf fX(x) are very difficult due to the discontinuity
and the delta function in fX(x). The range of fY (y) is −Nc ≤
y ≤ Nc, since it is obtained by N − 1 convolutions of fX(x),
where the range of fX(x) is −c ≤ x ≤ c. For calculating error
rate, [19] takes a characteristic function and a Fourier transform
and [20] uses Chernoff bound, while a receiver is by maximum
a posteriori probability decoding. However, both [19] and [20]
only computed the error rate numerically.

To avoid the computationally challenging task of multiple
convolutions of truncated pdfs, we provide here a method of
analyzing bit error performance using a periodic pulse train
and Fourier series without the need to compute the multiple

convolutions of fX(x). A similar approach is also used in
[21], where a sum of Rayleigh random variables is computed
based on the Fourier series and the pulse train function. In
addition, [22] shows performance analysis of BPSK using a
similar technique in Laplace noise. The BER performance of a
receiver with a blanker is written using a pulse train function as

BER =Pr(Y ≤ 0|S = +1) =

0∫
−Nc

fY |S=+1(y) dy

=

∞∫
−∞

fY |S=+1(y)PT(y) dy (31)

where the periodic pulse train PT(y) and Fourier series of the
pulse train are given as

PT(x)=

{
1, −T/2 < x < 0

0, 0 ≤ x < T/2
=

1
2
−

∞∑
m=−∞
m odd

Cmejmwx (32)

where Cm = 1/jmπ, and T is the period of the pulse train.
Substituting (32) into (31), the BER can be rewritten as

BER =

∞∫
−∞

fY (y)

⎛
⎜⎝1

2
−

∞∑
m=−∞
m odd

Cmejmwy

⎞
⎟⎠ dy

=
1
2
−

∞∑
m=−∞
m odd

Cm

∞∫
−∞

fY (y)e
jmwy dy

=
1
2
−

∞∑
m=−∞
m odd

CmE[ejmwY ]. (33)

By converting the negative region of the summation into
positive, the BER equation can be simplified as

BER =
1
2
−

⎛
⎜⎝ ∞∑

m=1
m odd

CmE[ejmwY ] +

−1∑
m=−∞
m odd

CmE[ejmwY ]

⎞
⎟⎠

=
1
2
−

⎛
⎜⎝ ∞∑

m=1
m odd

CmE[ejmwY ]+

∞∑
m=1
m odd

−CmE[ej(−m)wY ]

⎞
⎟⎠

=
1
2
−

∞∑
m=1
m odd

1
jmπ

(
E[ejmwY ]− E[e−jmwY ]

)
. (34)
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Using Y =
∑N

i=1 Xi and Euler’s formula, the BER can be
further simplified as

BER =
1
2
−

∞∑
m=1
m odd

1
jmπ

(
N∏
i=1

E[ejmwxi ]−
N∏
i=1

E[e−jmwxi ]

)

=
1
2
−

∞∑
m=1
m odd

1
jmπ

(
N∏
i=1

Am,ie
jθm,i −

N∏
i=1

Am,ie
−jθm,i

)

=
1
2
−

∞∑
m=1
m odd

1
jmπ

(
Amejθm −Ame−jθm

)

=
1
2
− 2

π

∞∑
m=1
m odd

Am sin(θm)

m
(35)

where

Am,i =

√
E [cos(mwxi)]

2 + E [sin(mwxi)]
2

θm,i = arctan
E [sin(mwxi)]

E [cos(mwxi)]

Am =

N∏
i=1

Am,i, θm =

N∑
i=1

θm,i (36)

E [cos(mwxi)] =

∞∫
−∞

cos(mwxi)fX(xi)dxi (37a)

E [sin(mwxi)] =

∞∫
−∞

sin(mwxi)fX(xi)dxi (37b)

where w is (2π/T ), E[X ] is an expectation of X , and sin(·)
and cos(·) are trigonometric functions. It is worth noting that
the integral operation in BER is altered to a summation in (35),
due to the pulse train and Fourier series.

Substituting (30) into (37a), E[cos(mwxi)] can be given as

E [cos(mwxi)] =

〈(
1
2
{CF cos(a, b, h)− CF cos(d, b, h)}

+
1
2

Erfc

(
c− u√

2σ2
k

)
+

1
2

Erfc

(
c+ u√

2σ2
k

))〉
k

(38)

where σ2
k = (k/A+ Γ)/(1 + Γ), g = −(m2w2σ2

k)/2, a =

(c− u)/
√

2σ2
k , b = −(mwσ2

k)/
√

2σ2
k , h = umw, and d =

−(c+ u)/
√

2σ2
k. CF cos(a, b, h) in (38) is defined as

CF cos(a, b, h) =
1
2

Erf(a+ jb)ejh +
1
2

Erf(a− jb)e−jh. (39)

For the error function of a complex number, an infinite series
approximation in [23, 7.1.29] is given as

Erf(R+jI)=Erf(R)+
2e−R2

π

∞∑
n=1

2R·e−n2

4

n2+4R2
+
e−R2

π

1−e−j2RI

2R

− 2e−R2

π
e−j2RI

∞∑
n=1

e−
n2

4

n2+4R2
(2R cosh(nI)−jn sinh(nI))

(40)

whereR+jI is a complex number; and cosh(x) and sinh(x) are
hyperboliccosine and sine functions evaluated atx, respectively.

Using (40), (39) is rewritten as

CF cos(a, b, h) =
e−a2

2aπ
{cos(h)− cos(2ab− h)}

+
2e−a2

π

∞∑
n=1

2a · e−n2

4

n2 + 4a2
cos(h)

+ Erf(a) cos(h)− 2e−a2

π

∞∑
n=1

e−
n2

4

n2 + 4a2

× {2a cosh(nb) cos(2ab− h)
+n sinh(nb) sin(2ab− h)} . (41)

It is worth noting that CF cos(a, b, h) in (41) is not a complex
number (no imaginary number), which can be understood by the
fact that (39) is an addition of two complex conjugate terms. In
addition, CF cos(d, b, h) in (38) can be also obtained by replac-
ing a with d in (41). Substituting CF cos(a, b, h) and CF cos(d,
b, h) into (38), E[cos(mwxi)] is given as a closed form.

Similarly, substituting (30) into (37b), E[sin(mwxi)] is
obtained as

E[sin(mwxi)]=

〈
eg

2
{CF sin(a, b, h)−CF sin(d, b, h)}

〉
k

(42)

where CF sin(a, b, h) is given as

CF sin(a, b, h)=
1
j2

Erf(a+ jb)ejh− 1
j2

Erf(a−jb)e−jh. (43)

Using (40), (43) is given as

CF sin(a, b, h) =
e−a2

2aπ
(sin(h) + sin(2ab− h))

+
2e−a2

π

∞∑
n=1

2a·e−n2

4

n2+4a2
sin(h)+Erf(a) sin(h)

+
2e−a2

π

∞∑
n=1

e−
n2

4

n2 + 4a2

× (2a cosh(nb) sin(2ab− h)
+n sinh(nb) cos(2ab− h)) . (44)

Therefore, putting(44) into(42),E[sin(mwxi)] is also obtained.
Substituting (38) and (42) into (36), the BER of a blanker

is given as a closed form, by which the BER of a receiver
with a blanker with any threshold value in an impulsive noise
environment with arbitrary parameters can be analyzed.

C. Receiver With a Soft Limiter

The pdf of a received sample through a soft limiter is written as

fX(x)=

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

∑∞
m=0

e−AAm

m!
1
2Erfc

(
c−u√
2σ2

m

)
, x= c

∑∞
m=0

e−AAm

m!
1
2Erfc

(
c+u√
2σ2

m

)
, x= −c

∑∞
m=0

e−AAm

m!
1√

2πσ2
m

e
− (x−u)2

2σ2
m , −c<x<c.

(45)

As aforementioned, it is very difficult to convolve fX(x)N − 1
times due to the truncation and the Dirac delta functions in
(45). However, due to the aforementioned E[cos(mwxi)] and
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Fig. 5. BER of a soft limiter calculated by (35), (46), and (47) by various m
when A = 0.35, Γ = 0.0005, and the number of signal sampling is 10.

E[sin(mwxi)] calculations, substituting (45) into (37a) and
(37b) allows

E [cos(mwxi)]

=

〈
eg

2
{CF cos(a, b, h)− CF cos(d, b, h)}

+
1
2

{
Erfc

(
c− u√

2σ2
k

)
+Erfc

(
c+ u√

2σ2
k

)}
cos(mwc)

〉
k

(46)

E [sin(mwxi)]

=

〈
eg

2
{CF sin(a, b, h)− CF sin(d, b, h)}

+
1

2

{
Erfc

(
c− u√
2σ2

k

)
−Erfc

(
c+ u√
2σ2

k

)}
sin(mwc)

〉
k

.

(47)

The BER of a soft limiter is analyzed as a closed form by
substituting (46) and (47) into (36).

D. Convergence of the Theoretical BER

Fig. 5 shows the impact of m on the BER performance
of a soft limiter given by (35), (46), and (47). Due to its
infinite summation of m in (35), the value of m needs to be
truncated to a certain value so that the number of terms in the
summation becomes finite to evaluate the BER performance
in (35). As shown in Fig. 5, a very large number of m is
required in order for the BER of a soft limiter to be accurate.
The main reason of this slow convergence of BER equation in
terms of m stems from the values of cos(mwc) and sin(mwc)
in (46) and (47). The signs of cos(mwc) and sin(mwc) are
alternating with respect to m, each with a different pattern,
leading E[cos(mwxi)] in (46) and E[sin(mwxi)] in (47) to be
fluctuating. This fluctuation of (46) and (47) eventually results
in a slow convergence of BER equation of a soft limiter.

Fig. 6. Comparison of analytical result with simulation for a conventional
receiver, a blanker with cbl, and a soft limiter with csl when A = 0.35,
Γ = 0.0005, and the number of signal sampling is 10.

VI. EXPERIMENTAL RESULT

This section illustrates the performance of theoretical and em-
pirical error rates of a blanker and a soft limiter with the proposed
threshold and various thresholds for comparison. Section VI-A
shows comparison of simulation results and theories of the
proposed and optimal thresholds based on efficacy function.
Section VI-B illustrates the impacts of noise parameters in the
proposed thresholds based on badly estimated noise param-
eters. Section VI-C shows comparison of performance with the
proposed thresholds and the other thresholds in other papers.

A. Performance of Nonlinearities With the Proposed and
Optimal Thresholds

Numerous simulations are performed to evaluate the opti-
mality of the design of the nonlinearity preprocessors discussed
in Section IV by comparing an efficacy function and to verify
the analysis for BER performance of a receiver with various
nonlinearity preprocessors given in Section V. Several different
noise parameter sets are selected for simulations to consider a
strong and a moderate impulsive environment. In addition, the
signal sampling is 10 (N = 10) for practical systems.

Figs. 6 and 7 plot the BER performance analysis and sim-
ulation results in a strong impulsive environment (A = 0.35
and Γ = 0.0005). The proposed quasi-optimal thresholds in
(18) and (26) are used for the blanker and the soft limiter,
respectively. The receiver with a blanker shows the lowest error
rate in low SNR (less than −30 dB), which indicates that
a blanker is an effective preprocessor in a highly impulsive
environment. The BER of a blanker is lower than that of a soft
limiter in low SNR due to the fact that the nonlinearity of a
blanker more resembles the optimal nonlinearity. The BER of
a soft limiter is lower than that of a blanker in high SNR, but
there is no definite degradation of error rate between cbl and csl
in low SNR (A = 0.35 and Γ = 0.05). Based on Figs. 6 and 7,
it is observed that the blanker is effective in a highly impulsive
noise environment, whereas the soft limiter is dominant under
moderate impulsive noise.
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Fig. 7. Comparison of analytical result with simulation for a conventional
receiver, a blanker with cbl, and a soft limiter with csl when A = 0.35,
Γ = 0.05, and the number of signal sampling is 10.

Fig. 8. BER performance of a blanker with the proposed threshold (cbl) and
the optimal threshold in (A,Γ) = (0.1, 0.1), (0.35, 0.1), (0.1, 0.05), when the
number of signal sampling is 10.

Fig. 8 depicts the BER performance of the proposed blanker
for various noise parameter sets, such as (A,Γ) = (0.1, 0.1),
(0.35, 0.1), (0.1, 0.05). To evaluate the optimality of the blank-
ing threshold cbl given in (18), the BER performance of the
blanker with the optimal threshold copt−bl obtained numerically
by (14) is also plotted for comparison. As shown in the figure,
no significant difference in BER performance is observed for all
the noise parameter sets, indicating that the proposed method
for computing blanking threshold is quasi-optimal.

Similarly, Fig. 9 illustrates the BER performance of the
proposed soft limiter for various parameter sets, i.e., (A,Γ) =
(0.1, 0.05), (0.35, 0.05), (0.35, 0.0005), (0.7, 0.05). The figure
also shows that the proposed soft limiter with csl has almost
identical BER performance to the soft limiter with the optimal
clipping threshold copt−sl that is numerically calculated by (21)

Fig. 9. BER performance of a soft limiter with the proposed threshold (csl)
and the optimal threshold in (A,Γ) = (0.1, 0.05), (0.35, 0.05), (0.35, 0.0005),
(0.7, 0.05), when the number of signal sampling is 10.

in various noise environments. Note that the BER of the soft
limiter is close to the BER of the conventional receiver as A
is close to 1, since the impulsive noise appears in the received
signal more frequently as A increases.

B. Impact of Noise Parameter Estimation in the
Proposed Thresholds

Since badly estimated noise parameters are one of the issues
about a threshold of nonlinearity, simulation results based on
the parameters will be illustrated. Then, the fact that a proposed
calculation of a threshold is robust, while the noise parameters
are badly estimated, is concluded. It is assumed that A and Γ
are slightly changed during several data transmissions. Since
the threshold of nonlinearity is computed by the estimated
parameters, there may be some performance loss when the
estimated parameters are not accurate. To see the impact of such
a parameter estimation error on the performance, we have done
numerous simulations as follows.

Reference [24] proposes an expectation–maximization algo-
rithm for parameter estimation and [25] offers a method of
empirical exceedance probability. In particular, [24] has shown
estimation error of fractional mean square error (FMSE) < 0.05
with 100 samples per simulation, which is defined as

FMSE =

∣∣∣∣a− â

a

∣∣∣∣
2

(48)

where a is a certain parameter value, and â is an estimated
value. However, simulation results with 100 samples in [24]
may be not adopted for estimation based on the small number of
samples causing large FMSE. Thus, an estimated value with 3,
1/3, 10, and 1/10 times of original value, which causes large
FMSE, is considered. Figs. 10 and 11 show the performance of
a blanker and a soft limiter with various estimation errors. In ad-
dition, parameter sets of (A,Γ) = (0.35, 0.0005) and (0.1, 0.1),
which are strongly impulsive, are assumed for a blanker and
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Fig. 10. BER of a blanker with a noise parameter estimation error in A = 0.35
and Γ = 0.0005.

Fig. 11. BER of a soft limiter with a noise parameter estimation error in
A = 0.1 and Γ = 0.1.

a soft limiter, respectively. In Figs. 10 and 11, there is little
error rate degradation for BPSK system when A is incorrectly
estimated, but badly estimated Γ causes performance degrada-
tion. However, there is little probability of estimated Γ = 3Γ
and estimated Γ = 10Γ based on the fact that the FMSE of the
estimated parameter is smaller than 0.05. Therefore, the pro-
posed thresholds cbl and csl are robust when noise parameters
are badly estimated.

C. Performance Comparison Between the Proposed Threshold
and the Other Thresholds

To confirm that nonlinearity with the proposed thresholds
shows robust performance in low SNR, the performance of
nonlinearity with the proposed threshold is compared with that
of nonlinearities with the other thresholds in the literature. In
BPSK system, under the assumption of a small A, [12] has

Fig. 12. BER of a soft limiter with various thresholds in A = 0.35 and
Γ = 0.5 · 10−3 when the number of oversampling is 10.

proposed four thresholds based on decision boundary evalua-
tion, by which the noise state is determined whether noise is
Gaussian or impulsive noise. Based on this noise state and the
threshold value, the received signal can be clipped or blocked.
The proposed thresholds in [12] are represented as

γ∗
c =B +

√
2σ2

0σ
2
1

σ2
1 − σ2

0

ln

(
σ1

σ0

)
(49)

γ∗
s =B + z0 (50)

γ∗
l =B − z0 +

4Bσ2
0

σ2
1 − σ2

0

(51)

γ∗
m =B

σ2
0 + σ2

1

σ2
1 − σ2

0

(52)

where B =
√
Eb/Nσ2, and z0 =√

(2σ2
0σ

2
1)/(σ

2
1 − σ2

0) ln((σ1e−A)/(σ0(1 − e−A))).
Fig. 12 shows the BER performance of a soft limiter with

the proposed threshold (csl) and the other thresholds in [12].
It is clearly observed that the proposed threshold gives the
lowest error rate in low-SNR region (less than −10 dB). We can
therefore claim that the proposed threshold allows more robust
design of a soft limiter in low SNR.

VII. CONCLUSION

This paper has presented simple methods that obtain quasi-
optimal thresholds of a blanker and a soft limiter. In addition,
accurate performance analysis of nonlinearity proves the simu-
lation results of the proposed scheme and the receiver with the
optimal threshold. In addition, simulation results show not only
that the blanker and the soft limiter are suitable in strong and
moderate impulsive environments, respectively, but also that
BERs of nonlinearities with the thresholds are close to those
with the optimal thresholds in any impulsive environment.
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APPENDIX

In [26] and [27], detection efficacy function as a measure of
asymptotic detection performance, which is defined as

η(g, f) = lim
N→∞

(
∂E[YN |H1]

∂sij

)2
NVar[YN |H0]

(53)

is introduced, where YN =
∑N

j=1 g(Xj), H1 means that re-
ceived samples include signal, and H0 hypothesizes that noise
samples are only observed. ∂E[YN |H1]/∂sij in the numerator
of (53) is computed as

∂E[YN |H1]

∂sij
=

∂

∂sij

∞∫
−∞

N∑
j=1

g(xj)f(xj − sij)dxj

≈
N∑
j=1

∂

∂sij

∞∫
−∞

g(xj)

⎛
⎝f(xj)−

N∑
j=1

∂f(xj)

∂xj
sij

⎞
⎠dxj .

(54)

Since the partial derivative of f(xj) becomes 0, (54) is
manipulated as

∂E[YN |H1]

∂sij
≈

N∑
j=1

∞∫
−∞

−g(xj)
∂

∂sij

⎛
⎝ N∑

j=1

∂f(xj)

∂xj
sij

⎞
⎠ dxj

=N

∞∫
−∞

−g(xj)f
′(xj)dxj . (55)

In addition, Var[YN |H0] in the denominator of (53) is
calculated as

Var[YN |H0] =E[Y 2
N |H0]− E[YN |H0]

2

=

∞∫
−∞

⎛
⎝ N∑

j=1

g(xj)

⎞
⎠

2

f(xj)dxj

−

⎛
⎝ ∞∫
−∞

N∑
j=1

g(xj)f(xj)dxj

⎞
⎠

2

=

N∑
j=1

∞∫
−∞

g(xj)
2f(xj)dxj

+

N∑
k=1,
k =j

N∑
j=1

∞∫
−∞

g(xk)g(xj)f(xj)dxj

−

⎛
⎝ ∞∫
−∞

N∑
j=1

g(xj)f(xj)dxj

⎞
⎠

2

. (56)

Due to the fact that g(xj) and f(xj) are odd and even functions,
respectively, the second and third terms of (56) are equal to 0.
Thus, (56) is obtained as

Var[YN |H0] = N

∞∫
−∞

g(xj)
2f(xj)dxj . (57)

Therefore, substituting (55)and (57) into (53), (53) is obtained as

η(g, f) = lim
N→∞

(
N
∫∞
−∞ −g(xj)f

′(xj)dxj

)2
N2
∫∞
−∞ g(xj)2f(xj)dxj

=

(∫∞
−∞ g(xj)f

′(xj)dxj

)2∫∞
−∞ g(xj)2f(xj)dxj

. (58)
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